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Abstract: Artificial Intelligence (AI) algorithms including Deep Neural Networks (DNN) and Large Language Models (LLM) have achieved tremendous success in the last decade. However, recent research investigations show that AI systems may lead to hallucinations and/or be vulnerable to small perturbations or malicious attacks, making them less trustworthy to be applied in many real scenarios. This talk will first address fundamentals and theories of AI including its history, milestones, and typical models such as DNN and LLM. Highlights will be also put on the challenges and ethics of AI as well as possible future research directions. 
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